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1 Theoretical Justification

BNEW enjoys the same theoretical convergence rate as ProxQuant. Here we restate the
result presented in ProxQuant [1]. We note that the following rate assumes that f is smooth
which is not the case when including ReLU or sign functions within the network. However,
as suggestied in [1] it is easy to use smoothed alternatives to these functions. For example,
tanh(kxxx) with an appropriate choice of k can be used in place of sign(xxx) to get a desired level
of smoothness.

Theorem 1 (BNEW) We assume that f is β -smooth. Let F∗ ≜ minΩ Fλ (www). We further
assume that ηt =

1
2β
, ∀t and we have access to the batch gradient ∇ f and λt = λ then if we

use BNEW with updates (5) and (12) from the main paper for T steps we have:

∥∇Fλ (wwwTbest )∥
2 ≤ Cβ (Fλ (www0)−F∗)

T
, (1)

where C > 0 is a constant and Tbest is defined as Tbest ≜ argmin1≤t≤T ∥wwwt −wwwt−1∥.

Proof: At each time step t we solve the following proximal problem:

wwwt+1 = argmin
www∈Ω

{ 1
2ηt

∥www−wwwt∥2 + f (wwwt)+∇ f (wwwt)
⊤(www−wwwt)+λR(www)

}
. (2)

As wwwt+1 minimises the above objective we get:

Fλ (wwwt)≜ f (wwwt)+λR(wwwt), (3)

≥ 1
2ηt

∥wwwt+1 −wwwt∥2 + f (wwwt+1)+∇ f (wwwt)
⊤(wwwt+1 −wwwt)+λR(wwwt+1). (4)
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Now using smoothness of f :

Fλ (wwwt)≥
(

1
2ηt

− β

2

)
∥www−wwwt∥2 + f (wwwt+1)+∇ f (wwwt)

⊤(wwwt+1 −wwwt)+λR(wwwt+1). (5)

Thus, we have the following recursive relationship:

Fλ (wwwt)≥ Fλ (wwwt+1)+
β

2
∥wwwt+1 −wwwt∥2. (6)

Telescoping (7) for t = 0, ...,T −1 we get:

Fλ (www0)≥ Fλ (wwwT )+
β

2

T−1

∑
t=0

∥wwwt+1 −wwwt∥2. (7)

Rearranging:

T−1

∑
t=0

∥wwwt+1 −wwwt∥2 ≤ 2(Fλ (www0)−Fλ (wwwT ))

β
≤ 2(Fλ (www0)−F∗)

β
. (8)

Therefore, we arrive at the proximity guarantee:

min
1≤t≤T

∥wwwt −wwwt−1∥ ≤
2(Fλ (www0)−F∗)

βT
. (9)

The first-order optimality condition for wwwt+1 gives:

∇ f (wwwt)+
1
ηt

(www−wwwt)
2 +∇λtR(wwwt+1) = 0 (10)

Combining with (10) and the smoothness of ℓz:

∥∇Fλ (wwwt+1)∥= ∥∇ f (wwwt+1)+λR(wwwt+1)∥ (11)

= ∥∇ f (wwwt+1)−∇ f (wwwt)−
1
ηt

(www−wwwt)
2∥ (12)

≤
(

1
η
+β

)
∥www−wwwt∥= 3β∥www−wwwt∥ (13)

Inserting t = Tbest −1 and applying (9), we obtain the desired result.

∥∇Fλ (wwwTbest )∥
2 ≤ 9β

2∥wwwTbest −wwwTbest−1∥2, (14)

∥∇Fλ (wwwTbest )∥
2 ≤ 9β

2 argmin
1≤t≤T

∥wwwt −wwwt−1∥2 ≤ 18β (Fλ (www0)−F∗)
T

. (15)

□
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Table 1: Accuracies on CIFAR-100 data set with shorter epoch budget.

EPOCHS 200 1000 200 1000

DISTILLATION NO YES

STE 53.6σ0.9 55.0σ0.5 56.1σ0.4 56.8σ0.3
BMD 53.3σ0.4 54.8σ0.5 55.7σ0.6 56.8σ0.5
BOP 54.3σ0.7 55.4σ0.4 56.5σ0.2 57.7σ0.4

BNEW 52.7σ0.3 55.0σ0.5 55.8σ0.5 57.5σ0.3

2 Shorter Training Budget
Setting and Method. In this section we investigate the performance of STE, BMD, BOP,
and BNEW when using a shorter training time. Here we repeat the CIFAR-100 experiments
from Section 5.1 with the modification that the epoch budget is reduced to 200.

Results. The results of this investigation are shown in Table 1, along side the results pro-
duced using the 1000 Epoch training budget for ease of comparison. For all methods the
shorter training duration decreases performance. BOP performs the best for the shorter bud-
get, dropping in generalisation accuracy by at most 1.2%. In contrast BNEW, experiences
a significant drop in accuracy with the shorter training duration. Dropping 2.3% and 1.7%
for the CIFAR-10 and CIFAR-100 data sets, respectively. From these results we would rec-
ommend i) use of the BOP optimiser if training duration is a limiting factor and; ii) a long
training budget when using BNEW.

3 Ablation Study
Setting. In this section we investigate the performance when removing various aspects of
the ReActNet architectures [7]. ReActNet is a bespoke fully binary neural network archi-
tecture, which achieves state-of-the-art performance on ImageNet. ReActNet is based on
MobileNet [4] with a number of modifications making it better suited for use with binary
weights and activations. In Section 5.1 we provided results of training a ResNet20 [3] with
these modifications using STE, BMD and BNEW. Here, using the same model we investi-
gate the effect of removing these modifications one at a time on the performance of BNEW.
We also provide results produced using the STE method for a comparison. We do this to
help disentangle what architectural choices are useful irrespective of optimisation method.

Method. In order to save computation similar to Section 2 we use a 200 epoch budget and
η0 = 0.01 in combination with a linearly decaying step size schedule. We use η0 = 0.01
with a linear decay for the pre-training and quantisation phases. We use λrate = 0.01. We
again report test error and standard deviation values calculated over five independent runs
with different random seeds.

Baseline. The baseline models that we perform the Ablation study are trained using distil-
lation as detailed in Section 2 above.
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Learnable Bias Layers. [7] increase the expressive power of ReActNet by using RSign
and RPReLU activation functions rather than the non-parametric versions; Sign and PReLU.
RSign and RPReLU are generalised activation functions, which effectively add additional
real valued parameters to each channel in the form of a bias, see [7] for more details. This
modification can be viewed as adding several learnable bias layers to the model. These extra
layers are located before each sign activation and before and after each PReLU. However, as
these biases are per channel, in practice they only increase the size and computational cost
of the network marginally.

PReLU vs ReLU. To quantify the benefit of the PReLU non-linearities we train an ad-
ditional model containing the learnable bias layers in combination with ReLU activations
instead of the PReLU activations.

Parameter Scaling. ReActNet uses a binary quantisation scheme where the binary param-
eters are scaled per channel, specifically with w ∈ {−αc,αc} where c indexes over the output
channels of a given layer. The scalars αc are calculated to be the mean of the absolute values
of the parameters in the cth output layer. Note, once a model is trained, that parameters wwwb

can then be converted to {−1,1}p by multiplying the relevant batch-norm parameters by αc.
We employ a similar scaling, but we use a learnable scale per channel, as this leads to an
easier comparison. However, we note in both cases, due to the presence of batch norm, the
inclusion of the scalars should have little to no effect.

Distillation. Similar to Section 5.1 we detail the performance without distillation.

Choice of Approximation for Sign Function’s Gradient. In equations (1) and (2) we
detail two choices to approximate the gradient of the sign function. In Section 5.1 we made
use of the more complex version (2), here we investigate the effect of instead using the
original Straight Through Estimator (equation (1)) as suggested in [5]. We label the model
with this modification “Classic STE”.

Binary First and Last Layers. It is standard to retain floating point parameters within the
first and last layer of an FBNN. We investigate the effect of making these layers binary as
well.

Binary Bottlenecks. A number of recent works [2, 7] recommend against binary 1x1 con-
volutional layers in bottlenecks. We investigate the effect on performance of ignoring this
advice, and quantising these layers as well.

No Pretraining. In order to determine how important the pretraining phase is to the accu-
racy we try skipping this phase. We instead run the quantisation phase directly on a random
initialisation.

Different Regularisation Functions. Finally, we include results for BNEW using the reg-
ularisation functions detailed in equation (8).
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3.1 Results.

The results of the ablation study are shown in Table 2. Out of all the modifications considered
here, binarising the first and last layer caused the largest accuracy degradation of over 10%.
Binarising the bottleneck layers resulted in the second largest drop of 4%, reaffirming the
suggestion of [2] that binary bottleneck layers should be avoided. Removing distillation
resulted in the third largest drop in accuracy at a more modest 3%. Skipping the per-training
phase and training the model from scratch resulted in a performance loss of roughly 2%.
Using ReLU activations but still including the bias layers resulted in a 1.3% drop. Not using
the learnable bias layers only resulted in a 0.2% drop in accuracy suggesting that in this
setting these floating point weights could be excluded with minor cost, resulting in even
faster inference. We found in this study that the classic STE performed better than the more
complex approximation of the sign function, equation (2), introduced by [6]. However, the
difference here is not statistically significant, and we would suggest trying both versions as
there does not seem to be a consensus in the literature on which works better [2, 6].

The results of this ablation study suggest that the performance of an FBNN architecture
is insensitive to the training method used. The differences in the changes in performance be-
tween the two methods were relatively consistent, with STE slightly outperforming BNEW
due to the small epoch budget used.

As a result of the ablation study we train a additional model that uses the Classic STE to
approximate the gradient of the sign function and does not include weight scaling parameters.
We present the results of this experiment in the bottom row of Table 2. However combining
these changes does not seem to boost performance, but does reinforce the idea that these
aspects of the ReActNet architecture are not always necessary.

Table 2: Ablation study test accuracies.

REAL VALUES 67.1σ 0.7

OPTIMISER STE BNEW

BASELINE 56.1σ 0.4 55.8σ 0.5

NO LEARNABLE BIAS LAYERS 55.6σ 0.5 55.6σ 0.6
NO PRELU 54.3σ 0.1 54.5σ 0.3
NO SCALE 56.2σ 0.3 56.0σ 0.5
NO DISTILLATION 53.6σ 0.9 52.7σ 0.5
CLASSIC STE 56.5σ 0.3 56.0σ 0.4
BINARY FIRST AND LAST 43.5σ 1.2 42.5σ 0.5
BINARY BOTTLENECKS 52.9σ 0.3 51.8σ 0.3
NO PRETRAIN 55.0σ 0.2 54.0σ 0.5
Rℓ1 - REGULARISER NA 54.5σ 0.5
Rℓ2 - REGULARISER NA 54.9σ 0.4
NO SCALE & CLASSIC STE 56.2σ 0.3 56.0σ 0.4
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